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Abstract:  

This paper explores using geolocation techniques in military applications, focusing on 

optimizing flight maneuvers for aerial platforms to locate ground Radio Frequency (RF) 

threats accurately. The importance of observing the threat from wider angles to mitigate 

geolocation errors is emphasized. Through the analysis, the aim is to determine the 

optimum heading angle that enhances the precision of the geolocation technique. De-

termining optimal heading angle allows for an optimized route, leading to more 

accurate localization of RF threats. Significant improvements in geolocation accuracy 

were achieved by implementing route optimization, mainly by maximizing the difference 

between the direction of signal arrival data collected by the platform. These strategies 

are crucial in reducing geolocation errors and enhancing threat detection and position-

ing capabilities in military operations. 
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1 Introduction 

Geolocation is a technique used to determine the geographical locations of electro-

magnetic signal sources. This technique finds application in various domains. In 

military applications, geolocation plays a crucial role in identifying the positions of 

enemy radio communications or radar signals, enabling the passive ranging and posi-

tioning of Radio Frequency (RF) threat emitters. It is this specific application of 

geolocation that we are focusing on in this research. Another application domain is 

civilian communication. Telecommunication companies may utilize geolocation tech-
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niques to ascertain RF-emitting devices’ locations or to identify interfering sources 

disrupting their signals. 

In this paper, we aim to plan flight maneuvers for a moving aerial platform used 

in military applications to determine the geographic locations of ground RF threats 

accurately and rapidly. Our goal is to enhance the location estimation performance, 

considering the constraints in minimizing measurement errors and enhancing precision 

through hardware improvements. To achieve this, we have utilized optimization algo-

rithms to improve geolocation performance with the existing hardware. Under 

constrained operational conditions, our objective is to propose an optimized flight 

route to the pilot in terms of time and performance to execute the geolocation function. 

This proposal, aimed at enhancing operational efficiency, underscores the practical 

relevance of our research and its potential to significantly impact military operations.  

2 Literature Review 

In the study conducted by R. Ren and colleagues, they focused on finding an optimal 

route for TDOA/IFDOA geolocation sensors. The objective was to determine the most 

suitable route points for locating the emitter by calculating the optimal positions of 

TDOA/IFDOA geolocation sensors and the distances between sensors, aiming to re-

duce measurement errors [1]. 

A route planning method for locating signal sources using unmanned aerial vehi-

cles (UAVs) is proposed by Doğancay [2]. The aim is to create a route planning 

algorithm to locate signal sources accurately. In the study, two fundamental methods, 

namely direction finding, and signal strength measurement, are employed to identify 

the transmission source. While the direction-finding method relies on measuring the 

signal from different angles, the signal strength measurement method is based on 

measuring the signalʼs strength at various points. Combining these two methods within 

the route planning, algorithm generates an optimal route to achieve more accurate 

results [2]. 

The study by Shahidian and Soltanizadeh [3] aimed to determine the optimal tra-

jectory of two unmanned aerial vehicles (UAVs) for locating multiple RF signal 

sources. The proposed algorithm provides a roadmap requiring minimal movement and 

time to identify the positions of all RF signal sources. This roadmap is designed to 

coordinate the movements of the two UAVs, thereby enabling the rapid and accurate 

determination of the locations of RF sources [3]. 

In the study conducted by Tzoreff and Weiss [4], in scenarios involving a single 

sensing platform, a path has been designed to optimally collect incoming signals to 

determine the location of the signal source. A mathematical model has been formulat-

ed using convex optimization methods to optimize the trajectory of a single sensor. 

When properly configured, this model accurately determines the signal source location 

by identifying the path that optimally collects the signals [4]. 

The study by Kim [5] aimed to optimize the flight path for localization using the 

Line of Bearing (LOB) technique. The focus was on developing an algorithm that 

minimizes the movement and time required to determine the position of RF signal 

sources accurately. The proposed method provides a systematic approach to planning 

flight paths, ensuring efficient and precise localization in military applications [5]. 

The study conducted by Semper and Crassidis [6]. focused on utilizing a limited 

number of UAVs within a decentralized, distributed system to determine the location 

of a signal source. The research addresses the use of UAVs in scenarios where they 
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form a network to share data and collaborate in determining the signal source location. 

Optimal path planning is discussed to minimize positioning errors by ensuring effec-

tive cooperation among UAVs within the network [6]. 

3 Review of Triangulation-Based Geolocation 

One method utilized for determining the location of an electromagnetic signal source 

is triangulation. The primary objective of this method is to ascertain the latitude and 

longitude coordinates of the signal source trigonometrically by utilizing directional 

data of the signal source obtained from different positions of the receiving platform. 

Geolocation algorithms based on the triangulation method require various data to 

determine the location of signal sources. A platform designed for geolocation must be 

equipped with hardware capable of collecting and processing these data. Hardware 

specifications can be determined according to the purpose of the geolocation function. 

Particularly in military applications, where threat positions must be defined with min-

imal error, hardware with high measurement accuracy is selected for military 

platforms. The required parameters for the geolocation algorithm, the hardware capa-

ble of measuring these parameters, and their measurement errors are given in Tab. 1. 

Tab. 1 Parameters used in triangulation 

Parameter Hardware Measurement Error 

Time GPS 20 - 30 ns 

Angle of Arrival (AoA) RWR 1-2° 

Heading Angle of Platform INS/GPS < 0.1°  

Location of Platform INS/GPS 1 - 5 m 

 

As shown in Fig. 1, the platform moves without changing its heading angle 

throughout the interval t1 and t2. The moment t1 corresponds to when the platform 

obtains its initial AoA data. At time t2, the platform acquires its second AoA data and 

records it along with the time and location data. The recorded data are given in Tab. 2. 

 

Fig. 1 Triangulation geometry 
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Tab. 2 Recorded data for triangulation 

Time AoA Heading Angle Location 

t1 θ1  h1 (xp1, yp1, zp1) 

t2 θ2 h2 (xp2, yp2, zp2) 
 

The direction of the signal can be defined with respect to different references. For 

instance, the direction of the signal can be given regarding the Cartesian coordinate 

system, which takes x direction as a reference for the direction of signal arrival. This is 

referred to as the Direction of Arrival (DoA). Another representation is providing the 

direction of the signal for the platform’s boresight. This is termed as the Angle of 

Arrival (AoA). Considering the heading angle of the platform, the transition from DoA 

to AoA can be calculated using Eqs (1) and (2) [7]. 
 

IF (DoA > Heading Angle) 

 AoA = DoA – Heading Angle (1) 

ELSE 

 AoA = 360° – Heading Angle – DoA  (2) 

Using Eq. (3), the distance (m1) covered by the platform can be determined based 

on the data provided in Tab. 2. 

 ( ) ( )2 2

1 p2 p1 p2 p1m x x y y= − + −  (3) 

The distance of the threat from the platform at times t1 and t2, denoted as r1 and 

r2, respectively, can be determined using the sine theorem provided in Eq. (4). 
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The above trigonometric equations are applicable when the platform heading an-

gle is constant. In the scenario provided in Fig. 2, the heading angles at t2 and t3 differ. 

After applying the correction factor, the values of r2 and r3 can be obtained by using 

the sine theorem in the second triangle given in Fig. 2. 

The correction factor referred to as the displacement angle, denoted as e, signifies 

the angular difference between the positions at t2 and t3 and is calculated using Eq. (8). 
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2 2 2h eθ θ= + −  (9) 
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Fig. 2 Triangulation geometry for different heading angles 

 3 3 3h eθ θ′ = + −  (10) 

If the heading angle does not change, the correction factor will be zero, and it 

will not affect the AoA. Therefore, the AoA values, denoted as θ, in the passive range 

calculation Eq. (6), can be replaced with the AoA value with the correction factor add-

ed. This algorithm can be repeated for each geolocation triangle, as in Eq. (11). 
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4 Simulation Model 

MATLAB was used to create the simulation environment. The simulation time interval 

was set to 0.1 seconds. The platform moves at a specified speed and heading angle 

every 0.1 seconds. The position of the signal source remains constant throughout the 

simulation. The platform moves within the Cartesian coordinate system. The plat-

formʼs position after 0.1 seconds (Δt) can be calculated in the Cartesian plane using its 

speed and heading angle, as shown in Eqs (12)-(14). 

 
1 11 1 az elcos cos

i ii i ix x t v h h
+ ++ += + ∆ ⋅ ⋅ ⋅  (12) 

 
1 11 1 az elΔ sin cos

i ii i iy y t v h h
+ ++ += + ⋅ ⋅ ⋅  (13) 

 
11 1 elΔ sin

ii i iz z t v h
++ += + ⋅ ⋅  (14) 

Here, i represents the position at the first simulation point, and i+1 represents the 

position at the next one. The speed of the platform is denoted by v, in meters per sec-

ond [m/s] units. The azimuth component of the heading angle is denoted by haz, and 

the elevation component by hel, both measured in degrees. 
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The direction of signal arrival relative to the signal source is calculated using Eqs 

(15) and (16). DoAaz represents the azimuth component of the direction of arrival, 

while DoAel represents the elevation component. R, calculated using Eq. (17), denotes 

the slant range between the threat and the platform, while its x-y plane component is 

denoted as the plane range r, calculated using (18).  

 
t p

az

t p

arctan
y y
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x x

−
=

−
 (15) 
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 ( ) ( ) ( )2 2 2

t p t p t pR x x y y z z= − + − + −  (17) 

 ( ) ( )2 2

t p t pr x x y y= − + −  (18) 

The calculated direction of arrival and range values, given by Eqs (19)-(21), can 

be used to determine the threatʼs position. 

 t p azcosx x r DoA= + ⋅  (19) 

 t p azsiny y r DoA= + ⋅  (20) 

 t p eltanz z r DoA= + ⋅  (21) 

In the absence of directional measurement errors, that is, within an environment 

where directional information is exact and error-free, geolocation estimates of threat 

positions would be highly accurate and reliable. In an ideal scenario, where there are 

no errors in directional measurements, and when other parameters used for threat lo-

calization, such as distance, time, and velocity, are also considered, the threat’s 

position can be predicted with greater accuracy. Ideally, all parameters the platform 

measures are accurate, and all location data derived from the geolocation algorithm 

would converge at a single point, as illustrated in Fig. 3(a) [7]. 

 

      

Fig. 3(a) Perfect threat location calculation (b) Treat location with error ellipse 
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In practice, some errors and uncertainties in directional measurements are always 

present. These errors can affect the determination of the threat’s position and limit the 

accuracy of the results. In non-ideal conditions, errors in directional measurement data 

can arise from factors such as antenna placement, noise in the receiver, multipath ef-

fects, or errors in the platform’s position and time measurements [8]. In such cases, the 

measured threat positions are dispersed across a particular area rather than converging 

at a single point, as shown in Fig. 3(b). The positions of the threats, spread across 

a region, can be encompassed by an ellipse with a specific confidence level, as depict-

ed in Fig. 3(b). This ellipse is referred to as the error ellipse. The section on the 

calculation of error ellipses is provided in Section 5. 

Gavish and Fogel [9] have investigated the effects of directional measurement er-

rors on threat position estimation based solely on directional measurements. According 

to their findings, errors in directional measurement data are modeled using a Gaussian 

distribution with a zero mean. The standard deviation value is based on the measure-

ment error of the directional measurement device used in the system. The 3σ 

directional measurement error value is approximately 2°, as provided in Tab. 1. 

Directional measurement errors were added to the error-free directional meas-

urement values, calculated using Eq. (15), resulting in inaccurate directional 

measurement outcomes as described by Eq. (22). 

 ( )t p 2
az

t

arctan ,
p

y y
DoA N

x x
µ σ

−
= +

−
 (22) 

5 Calculation of Error Ellipse 

The error ellipse is a metric that indicates how far a calculation deviates from its actual 

value. It is used in geographic location applications, such as geolocation, to assess the 

accuracy of a determined location. 

To plot an error ellipse, the parameters required are the major and minor axes of 

the ellipse, the orientation of the ellipse, and the confidence level for the location data. 

The confidence level is used to calculate the sizes of the major and minor axes. Error 

ellipses are typically represented in a two-dimensional graph. In Fig. 4, the major (2a) 

and minor (2b) axes, as well as the rotation angle (ψ) of the error ellipse, define the 

accuracy and reliability of the calculation [10].  

 

Fig. 4 Error ellipse 
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The equation of an ellipse with a major axis of length 2a and a minor axis of 

length 2b, centered at the origin, is given by Eq. (23). Here, the parameters x and y 

represent the position values in the coordinates x and y, respectively. 

 1
x y

a b

   + =   
   

 (23) 

The a and b axes are defined by the standard deviations of the data, denoted as σx 

for the x data points and σy for the y data points. The standard deviation measures the 

extent to which the data points deviate from the mean value. For a set of n data points, 

the standard deviation is given by Eq. (24). The mean values of the x and y data points 

are denoted as μx and μy, respectively. 
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The value of C given in Eq. (25) is selected based on the required confidence lev-

el for plotting the ellipse. For example, for an ellipse with a 95% confidence level, 

which encompasses all location estimates, the value of C is 5.991. Tab. 3 presents the 

confidence level values for the location error ellipse. 
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 (25) 

Tab. 3 Confidence levels  

Confidence Level C 

65%   2.447 

90%   4.605 

95%   5.991 

99% 11.210 
 

If the measurement results in x and y are not independent and there is a correla-

tion between them, the error ellipse is oriented at an angle ψ, as shown in Fig. 4. The 

angle ψ is calculated using Eq. (26). 

 
2 2

2
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xy

x y

σ
ψ

σ σ
=

+
 (26) 

σx and σy represent the standard deviations of the x and y values. The term σxy re-

fers to the covariance between these two data sets and is calculated using Eq. (27). 
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The covariance matrix determines the a and b axes of the error ellipse. It can be 

calculated using Eq. (28). 
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The eigenvalue of the covariance matrix corresponding to the largest value, when 

multiplied by the confidence level C, gives the length of the major axis of the error 

ellipse, as shown in Eq. (29). Similarly, the eigenvalue corresponding to the smallest 

value, multiplied by the confidence level C, gives the length of the minor axis of the 

error ellipse, as shown in Eq. (30). 

 ( )max eigenvalueA C=   K  (29) 

 ( )min eigenvalueB C=   K  (30) 

Finally, the center of the ellipse is determined which is the average of the meas-

urement values, so it can be calculated as the average of the x and y components of the 

measurement values, as given by Eq. (30). 

 ,x ycenter µ µ =    (30) 

Circular Error Probable (CEP) is a concept similar to the error ellipse. In geolo-

cation applications, the CEP value represents a circular area where the threat will 

likely be found with a specified probability. The CEP value can be approximately 

calculated using the error ellipse parameters, as given by Eq. (31). In this study, error 

ellipses and CEP values have been used to compare geolocation performance across 

different scenarios [10]. 

 2 20.75CEP A B≈ +  (31) 

6 Effect of Route on Geolocation 

Two different flight routes have been created to examine the effect of platform move-

ment on geolocation performance. The platformʼs starting point (0, 0, 6 096) meters 

and the target location (50 000, 50 000, 0) meters remain the same. In the first route, 

the aircraft approaches the target at a 15° heading angle change every 20 seconds. The 

flight path for the first scenario is given in Figs 5 and 6. The simulation lasts 180 sec-

onds, with calculations executed at the intervals of 0.1 seconds. 

Fig. 7 shows the error ellipse associated with Scenario-1 and the distribution of 

calculated threat positions. Tab. 4 provides the required parameters for the error el-

lipse to encompass 95 % of the measured location data, including the major axis, 

minor axis, orientation, and Circular Error Probability (CEP) value. 

Tab. 4 Error ellipse values of Scenario-1 

Major Axis [m] Minor Axis [m] Orientation [°] CEP [m] 

69 791 3 439 57.14 52 406 

 

In the second scenario, the aircraft moves forward by performing an S maneuver. 

The flight path for this scenario is given in Figs 8 and 9. The simulation lasts 180 

seconds, with calculations executed at intervals of 0.1 seconds. 
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Fig. 5 Scenario-1 (xyz plane) 

 

Fig. 6 Scenario-1 (xy plane) 

 

Fig. 7 Error Ellipse of Scenario-1 
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Fig. 8 Scenario-2 (xyz plane) 

 

Fig. 9 Scenario-2 (xy plane) 

Fig. 10 shows the error ellipse associated with Scenario-2 and the distribution of 

calculated threat positions. Tab. 5 provides the required parameters for the error el-

lipse to encompass 95 % of the measured location data, including the major axis, 

minor axis, orientation, and Circular Error Probable (CEP) value. 

As seen in Tab. 4, the calculated threat positions in Scenario-1 exhibit a signifi-

cant deviation. Due to the maneuver performed by the platform, the angular change in 

the x-axis relative to the threat is negligible. When measurement errors induced by 

noise are close to this angular change, a substantial deviation is observed in position 

calculations. Consequently, the major axis of the error ellipse indicating the error in 

the x-coordinate appears prominently. If the platform were to fly directly toward the 

threat without any angular change, it would be unable to perform the geolocation func-

tion. As seen in Scenario-2, since the platform perceives the threat from different 

angles and the angular difference between the measured direction data is larger, the 

deviation in threat position measurement is not as pronounced as in Scenario-1. 
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Tab. 5 Error ellipse values of Scenario-2 

Major Axis [m] Minor Axis [m] Orientation [°] CEP [m] 

18 765 4 249 63.39 14 430 

  

Fig. 10 Error Ellipse of Scenario-2 

7 Route Optimization 

Route optimization is performed to maximize the angular difference between succes-

sive threat observations, thereby enhancing the accuracy of the geolocation process. 

αi is the angle created when the threat is observed from two different positions, as 

given in Fig. 11. To reach the maximum value of αi, the range value Ri and the dis-

tance Mi to be travelled until the next optimization point is utilized.  

 

Fig. 11 Route optimization geometry for a single threat 
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The distance Mi that the platform needs to cover to observe the threat at angles 

higher than the AoA measurement error is associated with the distance (Ri) between the 

platform and the threat and the direction measurement error (DoAer). The geometry 

required to determine the Mi value is provided in Fig. 12 and Eq. (33) can approximate 

the minimum value of Mi. 

 

Fig. 12 Geometry to find Mi 

 er2π
360

i i

DoA
M R=

°
 (32) 

 i iM v op= ∆  (33) 

As shown in Eq. (33), the product of the platform velocity (vi) and the optimiza-

tion interval (Δop) yields the displacement distance Mi until the next optimization 

point. It is possible to select a Mi value more than the computed one. 

The αi value can be found by applying the sine theorem to the triangle shown in 

Fig. 11. The Rxi value represents the distance from the threat to the following optimi-

zation point. This value can be determined by applying the cosine theorem to the 

triangle provided in Fig. 11. The parameter Rxi obtained after applying the cosine 

theorem is given in Eq. (35). 

 ( )arcsin sin Δi
i i i

i

M
DoA h

Rx
α

 
= + 

 
 (34) 

 ( )2 2
2 cosi i i i i i iRx R M R M DoA h= + − + ∆  (35) 

A constraint given in Eq. (37) has been added to the optimization to restrict the 

platformʼs heading angle changes. Accordingly, a maximum heading angle change of 

60° can be suggested for the platform. The constraint given in Eq. (38) is included to 

ensure that the minimum αi value is greater than the direction measurement error value 

DoAer. The optimization objective function formulated for a threat is provided in 

Eq. (36), with the constraints given in Eqs (37) and (38). 

Object Function:  ( ) ( )max arcsin sini
i i i i

i

M
f h DoA h

Rx
α

 
= ∆ = + ∆ 

 
 (36) 

Constraints: [ ]60 ,60ih∆ = − ° °  (37) 
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DoA DoA DoA h
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 
≥  − + ∆ ≤ 
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The nonlinear optimization problem provided in Eq. (36) is solved with the non-

linear constraints given in Eqs (37) and (38) to obtain the required heading angle 

change Δhi for the optimal route. The new heading angle value hi+1 can be found in 

Eq. (39). Since the calculations are based on the signalʼs direction of arrival (DoA), the 

platformʼs heading angle at the time of optimization has not been considered. Similar 

procedures could have been conducted using the angle of arrival (AoA) of the signal 

concerning the aircraft. In such a case, the relevant calculations must consider the 

platformʼs heading angle. 

 1i ih h+ = −∆  (39) 

Before initiating route optimization, the platform maintains a straight flight for 

a certain duration to gather data from the threat. Using the collected data, estimated 

range information Ri for the threat is obtained. Once the initial range information for 

the threat is computed, the route optimization process begins.  

In the scenario used for the nonlinear optimization solution, similar to Scenar-

io-2, the platformʼs starting point is (0, 0, 6 096) meters, and the target position is 

(50 000, 50 000, 0) meters. Fig. 13 and Fig. 14 illustrate the route generated with the 

new heading angle value obtained from the nonlinear solution of the problem. 

 

Fig. 13 Route optimization for single threat (xyz plane) 

The error ellipse for the scenario with route optimization is presented in Fig. 15. 

The major axis length, minor axis length, orientation, and CEP value required to en-

compass 95 % of the measured position data are provided in Tab. 6. 

 

Tab. 6 Error ellipse values of the route optimization scenario 

Major Axis [m] Minor Axis [m] Orientation [°] CEP [m] 

7 417 1 377 66 5 657 
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Fig. 14 Route optimization for single threat (xy plane) 

 

Fig. 15 Error ellipse of the route optimization scenario 

When comparing the results between Scenario-2, given in Fig. 8, where the plat-

form moves with S maneuvers, and the scenario with route optimization provided in 

Fig. 13, it is observed that the route optimization, aimed at maximizing the difference 

between the DoA data collected by the platform, has reduced geolocation errors. 

8 Conclusion 

This study explores geolocation techniques in military settings, specifically focusing 

on flight maneuver planning to locate ground RF threats accurately. Emphasis was 

placed on the necessity of broader observation angles to mitigate geographical posi-

tioning errors and to determine optimal heading angle values to enhance geolocation 

precision.  Significant improvements in geolocation accuracy were achieved by im-

plementing route optimization methods, mainly by maximizing the difference between 
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DoA data collected by the platform. When utilized to create a route, the optimal head-

ing angle significantly enhances location determination accuracy. A comparison 

between a geolocation scenario with route optimization for a specific threat and 

a scenario without route optimization but with the same flight duration revealed a 60% 

reduction in the Circular Error Probable (CEP) value. Comparing results between 

scenarios with different flight routes, including maneuvers and optimized paths, nota-

ble decreases in geolocation errors were observed through route optimization 

strategies. These findings underscore the critical role of comprehensive observation 

strategies and route planning algorithms in enhancing the efficacy of geolocation tech-

niques in military applications, ultimately contributing to improved threat detection 

and positioning capabilities. 
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