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Abstract:  

The Post-Information Age brings new challenges into the military operational environ-

ment. The current approach of the extreme hierarchical command and control cannot be 

sustained in this complex and dynamic environment. Thus, making the search for new 

command and control approaches is a critical activity. The description and classification 

of command and control approaches is expressed in a very abstract way. The article de-

scribes a unique, quantification technique of command and control approaches. The 

quantification is demonstrated by Use Case with self-synchronization as the selected com-

mand and control approach. In the Use Case, the deterministic dynamic model is 

implemented. The results achieved from the model demonstrate a variance of a single pa-

rameter, on which the quality of the selected Command and Control approach in the given 

operational scenario quantifies. 
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1. Introduction 

The era of the Information Age supersedes the Industrial Age of the 20th century, when 
the economic value was rooted in information and communication networks. The right 
information in the right place in the right moment is critical for the decision‐making 
process. The information’s users are not only human beings, but also machines. The 
speed of the information exchange is faster than the physical movement during the In-
formation Age. The key enablers of the Information Age are the collection, organization 
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and distribution of information within a given time and space [1]. We are stepping into 
the post‐Information Age, where production is no longer the key objective; creativity 
and innovation are the main drives. Knowledge and ideas are more important than in-
formation. The primary focus is on collaboration and knowledge sharing [2]. 

Such changes will be reflected in the military domain with the objective to share 
and exploit data, information, knowledge and wisdom [3]; to design an open, scalable, 
robust and secured communication environment; to move interoperability to the con-
ceptual level [4]; to eliminate the burden of the omnipresent digitalization of operation 
execution; and finally to fully integrate cyber domain into the other military domains 
[5]. These changes and new factors in the Post‐Information Age formulate new require-
ments for the command and control approaches in the military domain, mainly real time 
simulation support and the semi‐automated, decision making process within all military 
domains [6-9].  

Military Command and Control (C2) is based on organisational and technical at-
tributes and processes that employ human, physical and information resources to solve 
problems and accomplish missions [10, 11]. The current Command and Control archi-
tectures are based on a hierarchical approach. It means that units are strictly controlled, 
hierarchically with low levels of autonomy. This approach is not flexible to sustain the 
pace of the Post‐Information Age. The rigid method of connection between subordinated 
units does not reflect the complexity of the current, or near future, operational and se-
curity environment. It is impossible to reach a common understanding following the C2 
hierarchical approach when using a very high and heterogeneous number of participants 
in the operational environment. The new design of the C2 architecture is based on the 
idea of self‐synchronization, where all players in the operational environment are rep-
resented by Nodes with a given capacity and ability to share the mission objective [12]. 

The traditional method of expressing the quality of C2 approaches is based on 
value metrics, which are easy to measure and evaluate the speed of communication, 
correctness of information, precision of information or combat effectiveness [13]. How-
ever, this approach is not applicable in more complex and dynamic operational 
environments. Better value metrics do not ensure that the quality of C2 is increased. 

Another approach to express the quality of C2 is based on formulating functions 
that should be executed in the C2 architecture. Moffat at al. [14] stated that three func-
tions, the Collective Decision Rights, the Levels of Interaction and the Distributed 
Information, express the quality of C2. It creates the latest approved classification of C2 
approaches. Baroutsi [15] defined the soft technique, defining quality of C2 by express-
ing strengths, weaknesses and trends for each specified category in the C2 functions. 
The C2 classification or soft technique methods, without any analytical tool, create only 
a theoretical and exceedingly abstract way to express the quality of command and con-
trol. 

The article proposed a new quantification technique of C2 approaches, using self‐
synchronization tenets as the Use Case. The theoretical background of command and 
control classification is given in section 2. Further, in section 3, self‐synchronization is 
introduced as a candidate for the future of command and control approach. Section 4 
introduces the model that is used to evaluate the quality of command and control. Af-
terwards, in section 5, the results obtained from the deterministic model are discussed 
and compared to justify the use of single Qn function as a C2 quality demonstrator. 
Finally, the conclusion is presented in section 6. 
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2. Command and Control Classification 

An effective command and control approach is fundamental in the military operation. 
The classification of command and control approaches enables the better understanding 
of the current state of the art and the way ahead for this domain.  

The latest classification of C2 approaches mixed three abstract factors, the first one 
being Collective Rights. The rights to make decision are moving from the individual C2 
system level to the collective level, where all players made dynamic synchronized col-
lective decision‐making process. The Level of Collective Decision Rights (LCDR) 
differs from None up to Dynamic. The second factor is Interaction. It differs based on 
the volume and constrains in interaction among all players in the battlefield and defines 
Levels of Interaction (LI) from None up to Unlimited. The last factor is the Distributed 
Information that describes the type and information exchange constrains among all en-
tities. It varies from Organic information up to All information available of the Level of 
Distributed Information (LDI). 

Tab. 1 Classification of C2 approaches 

C2 approach LCDR LI LDI 

Edge C2 Dynamic Unlimited All available 

Collaborative C2 
Collaborative 
Process and 
Shared Plan 

Broad 
Collaborative Areas 

Information 

Coordinated C2 
Coordinated 
Process and 
Linked Plan 

Focused 
Coordinated Areas 

Information 

Deconflicted C2 Constraints Limited 
Constraints  
Information 

Conflicted C2 None None 
Organic  

Information 
 
The level of each factor classifies C2 approaches into five classes. The first one is 

Conflicted C2. In this approach, standalone operations are conducted when each partic-
ipant exclusively focuses on their own resources and capabilities to reach their own 
objectives without considering other participants. Conflicts of interest among partici-
pants are present and very visible. The objectives of individual players are mutually 
exclusive. Design and execution of plans compete against each other.  

The second approach is Deconflicted C2. In this approach, operations are carried 
out in a way as not to interfere among the entities present in the battlefield. The orches-
tration among the players is supported by liaison officers and it is technically limited to 
the synchronization of operations in space and time, using phase lines or synchroniza-
tion points. The Hierarchical C2 approach is still very present and active. However, 
decision rights are well‐defined and connected to the responsibility sections.  

The third approach is Coordinated C2. In this approach, operations drive joint plan-
ning procedures with the intent shared by all players. Planning synchronization allows 
for decision making on the lower levels in the C2 hierarchy to occur. There are mainly 
horizontal connections among the players at the same level of command. Each player is 
still acting on their own behalf. The responsibility to execute the plan remains with the 
players. The operations are coordinated and require a common intent and a common 
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awareness of the battlefield situation, supported by shared sensors and a shared common 
picture.  

The next approach is Collaboration C2. In this approach, the prerequisite is not 
only the shared planning process, but also the shared execution process. Sharing is exe-
cuted in both directions, vertically and horizontally. The shared situational awareness is 
supported by joint common operational pictures, built upon an integrated, heterogene-
ous infrastructure shared by all players.  

The last approach is Edge C2, which is anchored in rapid and agile decision‐mak-
ing processes based on seamless and transparent information sharing. All information 
for the decision‐making process is available proactively or on demand. The distribution 
of information is time, space and role independent. 

3. Self‐Synchronization 

An idea of a new implementation of command and control that is moving towards the 
Edge C2 approaches is based on self‐synchronization, where all the players in the oper-
ational environment are represented by Nodes with capacity and capability being 
minimally given. 

Self‐synchronization is the ability of a force to act in a manner coordinated in in-
tent, time, and space with other battlespace entities, both civilian and military, without 
being specifically ordered to do so.  

Nodes represent all the players that work in the operational environment, not in-
cluding the enemy. It covers its own, white and green and all governmental and 
nongovernmental players as well. A Node can be an individual or a team representing 
military or civilian actors who may contribute to the Coalition mission and objective. 
A military Node may comprise of a company or a platoon. The level of individuals is 
not considered, because it is not able to bring an effect alone to the operational environ-
ment.  

In the context of the paper, the self‐synchronization of Nodes is enabled by the 
following tenets of trusting others, the ability to adapt and awareness for the operational 
environment.  

The proposed method of evaluation for self‐synchronization is founded in the idea 
of maximizing all three tenets. Therefore, the maximum quality of self‐synchronization 
is reached when one’s trust in others, one’s ability to adapt and one’s awareness of the 
operational environment is at maximum. To demonstrate this approach the deterministic 
model founded in these 3 tenets is implemented. 

To get a single function to evaluate the quality of command and control approach, 
the model of self‐synchronization tenets must be part of the scenario, which describes 
the operational environment.  

3.1. Scenario Design 

The overall scenario in the operational environment is described by the Number of 
Nodes (NON) and the Complexity factor. NON is the total Number of Nodes playing 
a role in the operational environment.  

The Complexity factor describes the level of difficulties to describe and understand 
the operational environment through all domains; Political (P), Military (M), Environ-
ment (E), Social (S), Infrastructure (I), Information (In) (PMESII) classification [16], 
where each domain is classified by the value from intervals between 0 and 1.  
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The Minimum Complexity represented by the value of 0 in the Political Domain 
means the political situation in the operational environment is crystal clear and all rela-
tions and coalition are explicitly defined; all parties have clear and understandable 
ambitions and an objective. A maximum value 1 in the Political Domain represents an 
absolutely, non‐readable political situation with no clear objective and no defined rela-
tionship among the parties. The Complexity factor varies between 0 and 6 and it is 
calculated for the scenario as 

 ( )Complexity P M E S I In= + + + + +∑ , (1) 

 , , , , , 0,1P M E S I In ∈ . (2) 

3.2. The Self‐Synchronization Tenets Model 

Nodes represent Coalition military and non‐military actors. Each Node demonstrates the 
Level of Capability (LOC) which varies from squad (LOC = 1), platoon (LOC = 2), 
company (LOC = 3), battalion (LOC = 4) up to brigade (LOC = 5). The LOC does not 
reflect only Node size, but also the ability to exhibit effect in the operational environ-
ment. Furthermore, each Node is described by the time functions of the Ability to Adapt 
(ATA), the Awareness of Operational Environment (AOE) and Trust in Others (TRUST).  

The ATA describes Node ability to adapt to the dynamically changing operational 
environment, at the given time. It is a function of time, the Complexity factor and the 
LOC, given by 

 
LOC

6 1 exp
t

ATA LOC
T LOC Compexity

 
= − + − − ⋅ 

. (3) 

where TLOC is a time constant. 

Fig. 1 shows the variance of the ATA based on the value of the LOC, where the 
lowest orange curve corresponds to the LOC = brigade and the highest brown curve 
corresponds to the LOC = squad. In between these two curves, the light green colour 
represents a battalion, the blue colour represents a company and the green colour repre-
sents a platoon. The colours of the curves are the same for the other time functions of 
the AOE and TRUST as well. Therefore, these colours express the same value of the 
LOC in Figs 2 and 3. The ATA, the AOE and TRUST are expressed as dimensionless 
variables (dmnl) and are visualized as the y‐axis in Figs 1, 2 and 3. The time value 
corresponds with the x‐axis in Figs 1, 2, 3 and 6 and it is limited to 50 units in all cases, 
meaning the 50 days of the executed mission in the operational environment 

The AOE describes the level of single Node awareness of the operational environ-
ment and its function of time, the Complexity factor, the NON, the LOC, b – amplitude 
of oscillation and ω(t) – variable frequency of oscillation, given as 

 
( )

AOE

sin
1 exp

log

t tLOC
AOE LOC t b

T Compexity NON

ω⋅    = + − − + ⋅ 
, (4) 

where TAOE is a time constant. 

The oscillations defined by parameters b and ω(t) create a random variance of the 
AOE. In the specific case of self‐sync as a theoretic approach to C2 it is not important 
to have explicit equation, it is more about philosophical approach that AOE after reach-
ing saturation limit will likely oscillate in given interval reflecting dynamic character of 
the operational environment. Therefore, AOE and following TRUST will depend on the 
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current operational environment that is not stable after defined period. The best ap-
proach is to model this situation by random oscillation. 

Fig. 2 shows the variance of the AOE based on the value of the LOC. The highest 
red curve corresponds to the LOC = brigade. The brigade can reach a faster and higher 
AOE comparing to the squad or the platoon (brown and green colours respectively).  

 

Fig. 1 The ability to adapt function in different LOCs  

 

Fig. 2 Awareness of operational environment function in different LOCs 

Node’s TRUST in other factors are the function of time, the Complexity factor, the 
NON, the LOC and the AOE, given by 
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1 2

1
exp

log

Compexity
TRUST AOE LOC t t

T Compexity NON T

 
= ⋅ + ⋅ − ⋅ ⋅  

, (5) 

where T1 and T2 are time constants. All time constants in expressions (3) – (5) were set 
to 1 during simulation runs. 

Node’s TRUST grows linearly with the AOE function. It reflects reality, where the 
higher understanding of a complex situation increases one’s trust in others. Fig. 3 shows 
the variance of TRUST based on different values of the LOC. The highest curve corre-
sponds to the brigade LOC = 5. The brigade can reach a faster and higher AOE, 
compared to the lower hierarchic levels. 

 

Fig. 3 TRUST in other actors, function in different LOCs 

3.3. Model-Based Quantification 

The quantification method of self‐synchronization quality by the single function, Qn, is 
founded on the idea of adding TRUST, the ATA and the AOE together, given by 

 ; 0
Q

Qn t
t

>= , (6) 

 
1 1 10 0 0

( )d ( )d ( )d
t t tNON NON NON

TRUST ATA AOEτ τ τ τ τ τ+ +∑ ∑ ∑∫ ∫ ∫ . (7) 

The Qn function can be then used to compare C2 approaches and express the qual-
ity of individual cases by the quantitative parameter. Qn is expressed as a time function, 
therefore even the quality of the C2 approach may be studied in given time. 

3.4. Model Implementation 

The model defined by Eqs (1)-(5), was implemented in the Ventity application, which 
is based on the system dynamics paradigm [17]. An individual Node is modelled as an 
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entity, see Fig. 4, where the Node Collection Count represents the NON and Omega 
represents ω(t) variable respectively. 

The overall characteristics are computed in the Infospace entity, see Fig. 5. The 
Complexity factor is used in the Node AOE, the ATA and TRUST calculations. The Node 

Collection Sum AOE, the Node Collection Sum ATA and the Node Collection Sum 

TRUST are aggregated variables summarizing corresponding functions for all Nodes. 
These variables are inputs to the AOE In, the ATA In and the TRUST In inflows. The 
integration of inflows takes place in the AOE Level, the ATA Level and the TRUST Level 
variables, which accumulate inflows. Finally, Q and Qn are computed according to 
Eq. (6) and Eq. (7). 

 

Fig. 4 Implementation of single node characteristics 

 

Fig. 5 Diagram of Infospace entity 
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4. Results and Discussion 

The Infospace of the experiment – operational environment – was populated by all 
Nodes generated from input data, where the LOC for each Node was specified. The Full 
Factorial Design of Experiment combining values of the C2 structure and the Complex-

ity factor, with the same conditions of the Number of Nodes in the scenario, was 
implemented to demonstrate the use of parameter Qn. The C2 structure factor varies 
between two values: Hierarchical and Flat. The Complexity factor varies among three 
values 1, 3 and 6. The Conditions of the experiment were defined by the constant value 
of NON = 121 which was constant for all the experiment runs. Therefore, in total, six 
runs of the deterministic model were used. Both the Hierarchical and the Flat C2 struc-
tures describe only the variation of Nodes at different levels. The Hierarchical in this 
context does not mean the rigid hierarchical way of command. It just describes the level 
of units being deployed. In both cases, self‐synchronization tenets are implemented.  

Fig. 6 shows the results of four experiment runs, comparing the pure, Hierarchical 
C2 structure, consisting of 1 brigade (LOC = 5), 3 battalions (LOC = 4), 9 companies 
(LOC = 3), 27 platoons (LOC = 2) and 81 squads (LOC = 1), making in total NON = 121 
with the pure, Flat C2 structure consisting of 121 squads with the LOC = 1, combined 
by the highest Complexity factor = 6 and by the lowest Complexity factor = 0.1. 

 

Fig 6 Four experiment runs with the Hierarchical and the Flat C2 structure 

and the highest and lowest Complexity factor 

Based on the experiment results, the Quality of the C2 built upon the self‐synchro-
nization tenets is significantly higher when the pure, flat C2 structure of the Nodes is 
used in comparison to the Hierarchical C2 structure with the same Complexity factor. 
The growth of the Quality of C2 is steeper in the case of the low Complexity factor. It 
demonstrates that the Quality of C2 is higher even when the Quality of the Hierarchical 
C2 structure with low Complexity is steeper in the beginning of the operation than the 
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Flat C2 structure with a higher Complexity factor. However, in definite time of opera-
tion, Quality of C2 is higher in the case of the Flat C2 structure, even in a very complex 
environment. 

5. Conclusion 

The article proposed using the single quantitative function that expresses the quality of 
a C2 approach. In our Test Case, the tenets of self‐synchronization were used to imple-
ment a deterministic model based on the variation of the Complexity, the Number of 
Nodes and the Level of Capability of each Node. The main advantage of this quantifi-
cation is an added value to the current abstract method of the classification for C2 
architectures. Previously, the C2 quality was expressed as the estimates of experts of 
the abstract C2 factors. The new method of specifying the C2 quality is based on the 
explicit definition of the fundamental functions that are executed in evaluating the C2 
architecture. The main application of these results is in the military domain, when new 
C2 architectures are introduced and military experts must be able to compare proposed 
architectures with each other. With the proposed quantitative parameter Qn, produced 
by the model execution as a single time function, key military leaders can make deci-
sions on approval of a new C2 concept. Furthermore, Qn as a time function can express 
the time needed to reach the expected level of the C2 quality. It helps to better prepare 
the mission execution in the operational context. Further work will be focused on se-
lecting two C2 architectures, specifying basic functions that are executed in each C2 
architecture and the Qn function will be used as the C2 quality comparative tool.  

In conclusion, model‐based evaluations of the quality of C2 approaches add value 
to the current, significantly abstract method of the C2 classification description. 
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