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Abstract:  

This paper presents a real‐time path planning algorithm for autonomous multi‐wheeled 

combat vehicles using Artificial Neural Network (ANN), Artificial Potential Fields 

(APFs) and optimal control theory. Real‐time navigation of autonomous vehicles is 

a very complex problem and it is crucial for many military operations. This paper pro-

poses an optimal control and ANN approach for a dynamic model of the multi‐wheeled 

combat vehicle to generate the possible optimal paths that cover every part of the work-

space. Consequently, the obtained paths are used to train the proposed ANN model. The 

trained ANN has the capability to control the movement of combat vehicle in real time 

from any starting point to the desired goal position within the area of interest. The vehi-

cle path is autonomously generated from the previous vehicle location parameter in 

terms of lateral velocity, heading angle and yaw rate of the vehicle. APF is proposed for 

preventing the vehicle from colliding with obstacles in border destination. The effective-

ness and efficiency of the proposed approach are demonstrated in the simulation results, 

which show that the proposed ANN model is capable of navigating the multi‐wheeled 

combat vehicle in real time. 

Keywords:  

real‐time, optimal control theory, path planning, autonomous multi‐wheeled combat 

vehicle, Artificial Neural Network, artificial potential fields. 

                                                           
* Corresponding author: Faculty of Engineering and Applied Science, University of Ontario 

Institute of Technology (UOIT), 2000 Simcoe Street North, Oshawa, ON L1H 7K4, Canada. 

E-mail: Amr.Mohamed@uoit.net 



194 A. Mohamed, M. EI-Gindy, X. Huang, J. Ren and H. Lang

1. Introduction 

Nowadays, autonomous multi‐wheeled combat vehicles are commonly utilized in 
military applications and are of great relevance. Building and controlling such vehicles 
started to draw increasing interests while remaining one of the boosting research topics 
in both mobile robotics and automotive engineering [1, 2]. Such vehicles are consid-
ered one of the most difficult types of the vehicles in applying autonomy due to large 
dimensions, heavy weight, the complex geometry and dynamics.  

On the other hand, the expected outcomes of the autonomous combat vehicles are 
set to increase the overall performance on the battlefield and keep soldier safety. Au-
tonomous multi‐wheeled combat vehicles offer numerous advantages on modern 
battlefields as unmanned companions to ground armed forces. These kinds of autono-
mous vehicles can operate day and night for dangerous mission compared with 
manned ground vehicles. Research efforts have been continuously devoted to improv-
ing the performance of combat vehicles to be navigated autonomously. For 
example, [3] discussed the unmanned ground combat vehicle (Black Knight’s) with 
various control modes which include path tracking, guarded teleoperation, and fully 
autonomous movement. These vehicles have the ability to switch between path track-
ing via GPS waypoint, remote teleoperation, autonomous navigation, which contained 
all sensors required for perception such as cameras and LIDAR. [4] developed a mul-
ti‐wheeled combat vehicle‐bicycle model to obtain the reference yaw rate and lateral 
acceleration for the designed controller. Two PID controllers are developed, the upper 
controller to corrective yaw moment which is the input to the lower controller to man-
age torque distribution among the driving wheel. 

Path planning is considered one of the enormous challenge in designing autono-
mous vehicles in order to navigate autonomously. Planning of the optimal paths is still 
a critical issue in an autonomous vehicles navigation system, especially for mul-
ti‐wheeled combat vehicles. Autonomous combat vehicles need to find a feasible, 
optimal path from the start to the target point. Many approaches have been proposed to 
deal with the path planning problem for autonomous vehicles [5‐7]. For example, [8] 
obtained an optimal path for UAV in 3‐D environments based on the combination of 
flight space partitioning, Dijkstra algorithm, and the potential field method. [9] devel-
oped a self‐learning rapidly‐exploring random tree for a wheeled mobile robot to 
improve the planning efficiency by taking advantage of the prior knowledge accumula-
tion and cost estimation.  

Real‐time path planning for autonomous using ANN has many distinct ad-
vantages. ANNs have previously been applied in autonomous driving [10-12]. For 
example, [13] used Bioinspired neural network to perform Real‐time path planning for 
autonomous underwater vehicle in a three‐dimensional (3D) unknown environment. 
Recently, [14] developed a convolutional neural network to learn planning from imita-
tion for path planning in complex traffic situations from both simulated and real‐world 
data. In [15], the author introduced a neural network model via integer linear program 
formulation for obtaining the shortest path with the optimal feature. [16-19] were also 
proposed for solving shortest path problems. 

The main objective of this work is to develop a real‐time path planning frame-
work for autonomous multi‐wheeled combat vehicle based on the artificial neural 
network. The proposed architecture enables the vehicle to navigate autonomously from 
the initial location to the destination location in real time while avoiding the target 
location border. First, the vehicle optimal paths between two points were generated 



Real-time Optimal Control of Multi-wheeled Combat Vehicles
— using Artificial Neural Network and Potential Fields 195

using the developed optimal path planning algorithm. Various optimal paths were 
obtained using different starting points. Then, the obtained optimal paths are used for 
training the proposed ANN model considering the vehicle parameters in terms of yaw 
rate, lateral velocity, heading angle and steering angle. The developed ANN is a multi-
layer network, which consists of three layers; an input, a hidden, and an output layers. 
The network is trained in offline mode using back‐propagation supervised learning 
algorithm. The main contribution of this paper is to combine neural network‐based 
approach with optimal path planning in real time for an autonomous multi‐wheeled 
combat vehicle. The simulation results demonstrated that the proposed ANN model 
has the capability to provide the optimal solutions by solving the vehicle path planning 
problem from different starting points to the target position. 

The paper is structured as follows. The multi‐wheeled combat vehicle dynamics 
model is presented in section 2. Section 3 describes obstacle modelling for the goal 
border. Section 4 describes motion planning algorithm. Section 5 introduces the pro-
posed artificial neural network model. The simulation results obtained will be 
presented in section 6. The conclusion is given in section 7. 

2. Dynamics Model of the Multi‐Wheeled Combat Vehicle 

A simplified two‐degree‐of‐freedom bicycle model is derived to represent the vehicle 
motion and generate the optimal path. The simplified model describes the lateral and 
yaw motion of multi‐wheeled combat vehicle with neglect of roll dynamics is shown 
in Fig. 1. In this model the left and right sides of the vehicle have been combined and 
the centre of gravity (CG) height is assumed zero. Vehicle forward speed U, lateral 
speed V, and yaw rate r, are shown acting at the CG. Tires slip angles and wheels steer 
angles are shown in blue and red respectively. The actual vehicle configuration and the 
simulated full vehicle model using TruckSim are shown in Fig. 2. The vehicle is 
equipped with four axles and the front two axles are steerable. 

 

Fig. 1 Two‐degree‐of‐freedom Bicycle Vehicle Model 

In the simplified model, Fig. 1, the forward velocity U is assumed constant and 
δ1, δ2 represents the average steering angles of the first and second axle’s wheels, 
respectively. Also, the steering angles are assumed small, i.e. cos δ = 1. The governing 
equations of motion, for the vehicle body lateral and yaw dynamics, are given in Eqs 
(1), (2) below, respectively: 
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Fig. 2 (left) Actual vehicle configuration [25] and (right) the simulation model 

 ( ) 1 2 3 4y y y ym V rU F F F F+ = + + +ɺ , (1) 

 1 1 2 2 3 3 4 4zz y y y yI r a F a F a F a F= + − −ɺ . (2) 

Tire cornering force and slip angle equations for each axle are as follows, where 
i = 1,…, 4 and j = 1, 2 

 yi i iF Cαα= , (3) 

 
j

j j

V a r

U
α δ

+ 
= −   

 
, (4) 

where Cαi represents the axle cornering stiffness including the left and the right tire. 
The lateral sideslip acceleration and the yaw acceleration can be derived as fol-

lows: 
Lateral Motion Equation 
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Yaw Motion Equation 
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where 
U, V represents the longitudinal and lateral velocities of vehicle centre of gravity re-
spectively;  
m is the vehicle mass; 
Izz is the yaw moment of inertia; 
r, Ψ are the vehicle yaw rate and yaw angle, respectively; 
Cα1, Cα2, Cα3, Cα4 denote the cornering stiffness’s of tires. 
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The coordinates of the vehicle body motion (x, y) in global coordinates can be de-
rived as following equation: 
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Setting the state vector as X = [V r Ψ x y δf  ]T and using Eqs (5)–(7), the state 
space equations for the bicycle model can be written in the following vector form: 
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3. Obstacle Modelling Based Artificial Potential Field 

In this section, the obstacles are modeled based on the artificial potential field using 
the sigmoid function. APF is employed to define the destination location borders such 
as parking spot border. The principle of this approach is specified in using imaginary 
forces acting on the vehicle direction. Obstacles have repulsive fields around them and 
the goals have attractive fields. The synthesis of all the forces determines the moving 
direction of the vehicle in the field [21]. The implementation of the artificial potential 
field in the vehicle model requires the calculation of the vehicle body, surrounding 
obstacles and target location coordinates.  

If we associate a vector p = {x, y} with each point in space, the potential field is 
based on sigmoid function which can be described as following:  
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where  
p is the position vector of a point in space; 
s = φ(p) is a surface function representing the distance from the object surface and the 
value of γ is application dependent.  

Consequently, using large γ due to the navigating through narrow paths is 
suitable to highly localize the effects of obstacles at the target location and avoid 
collision. The APF forces of the obstacles at the destination location are obtained as 
shown in Fig. 3. The represented obstacles as a goal border are defined by the 
following three points P1(x1, y1), P2(x2, y2), and P3(x3, y3), where xi, yi represent the 
coordinate of the obstacle. Then, the potential field at the goal location is defined as 
a convolution function. 

 ( ) ( ) ( ) ( )O sig 1 sig 2 sig 3, , * , * ,f x y f x y f x y f x yϕ ϕ ϕ         =  , (11) 

The visualization of the generated potential field using Eq. (11) is shown in 
Fig. 3. This figure shows 3D repulsor potential field representing the goal location 
border.  

4. Motion Planning Algorithm 

The proposed motion planning algorithm is based on integration between artificial 
potential filed and optimal control theory. The optimal trajectory for the autonomous 
multi‐wheeled combat vehicle is obtained via minimizing the defined cost function in 
Eq. (12) to enable the multi‐wheeled combat vehicle to navigate autonomously along 
the generated path from its current position to the goal location. The Pontryagin’s 
Principle [22-24] is introduced to solve the optimal control problem for generating the 
optimal path.  

 ( ) ( ) ( )min , , d
f

o

t

t

u t J L X t u t t t =  ∫ , (12) 

where 
X(t) is the states vector X = [V r Ψ x y δf  ]T ; 
u(t) represent the control action for front wheel steering angle. 

The Lagrange function L(x,u) is introduced to minimise the generated path 
according to the potential field’s coordinates of the obstacle as follows: 

 ( ) ( )min T T
po oi c

i

u t J X QX u Ru W P X= + + ∑ , (13) 

where 
X, XT are the state vector and its transpose respectively, 
u is the control input, 
(Q, R) are positive weighting matrices. 



Real-time Optimal Control of Multi-wheeled Combat Vehicles
— using Artificial Neural Network and Potential Fields 199

 

Fig. 3. Visualization of the workspace using the artificial potential field in 2D & 3D 

based on sigmoid function. 

Consequently, by considering the initial and final condition of the vehicle states 
as follows: 
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where  
(dx0, dy0), (dyf, dyf) are the initial vehicle positions in longitudinal and lateral directions 
respectively; 
(Ψ0, Ψf) are the initial and final heading angles of the vehicle.  
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Based on the MATLAB Software, the optimal problem was solved and the state 
variables within time interval from t0 to tf to and consequently were calculated, the 
optimal path for the vehicle was generated. The obtained optimal paths will be used in 
the next section for training the developed ANN. 

5. Neural Network Model  

The proposed ANN is a multilayer perceptron (MLP), consists of three layers, an input 
layer, a hidden layer, and an output layer. The input layer has five input source nodes 
which are physically fed by the multi‐wheeled combat vehicle parameters (position in 
x, y and vehicle heading angle θ, vehicle yaw rate r and lateral velocity V). The hidden 
layer has 20 neurons which receive input data from the input layer and multiply them 
by the weights denoted by Wij and bias then forwards the resulted values to the output 
layer. The output layer has one neuron that directly represents the front wheel steering 
angle which controls the vehicle path. 

Wij represent the weights values the interconnection between the different neu-
rons of the network. Additionally, two biases are employed in the hidden and the 
output layers to regulate and limit the output of the network.  

Formally, the proposed neural network shown in Fig. 4 can be defined as follows:  
ANN = {I, O, T, W} where I represents the set of input nodes, O represents the output 
node, T represents the topology of the network including the number of layers and the 
number of their neurons, W represents the set of weights values. 
I = {V, r, θ, x, y}  
T = {Lin-5, Lh0-20, Lout-1}  

 

 

 

Fig. 4. Architecture of the proposed ANN 
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5.1. The Proposed Approach 

The proposed neural network model shown in Fig. 4 is trained through a supervised 
learning approach using the back‐propagation algorithm [25]. The obtained optimal 
paths from the MATLAB model are used for the training purpose. Various optimal 
paths are obtained for the training purpose using different starting points. This ANN 
model is an iterative type as follows; first, it will be initialized by using the initial 
input data of the vehicle states. Then the corresponding steering wheel angle is calcu-
lated. The obtained steering wheel angle is used to update the vehicle states. The 
updated states are used to update the ANN model in each iteration to estimates the new 
steering wheel angle of the moving vehicle for the next navigation step. The developed 
motion planning algorithm can be summarized as follows: 

1. Specify the start configurations for the multi‐wheeled combat vehicle 
(Vi, ri, θi xi, yi). 

2. Initialize the artificial neural network model using the initial input data which 
returns the front steering wheel angle of the next motion step. 

3.  Use the obtained steering wheel angle from NN model to update the vehicle 
parameters, then input the updated parameter again to the NN model to return 
the new front steering wheel angle. 

4. Generate the optimal path for the multi‐wheeled combat vehicle by repeating 
step 3 till it reaches the target position. 

The proposed artificial neural network model was implemented using OpenNN 
library. OpenNN is an open source class library written in C++ programming language 
which implements neural networks, the main area of machine learning research. The 
main advantage of OpenNN is its high performance. It is developed in C++ for better 
memory management and higher processing speed. The NN was compiled under the 
MS Visual Studio. It incorporates a training engine that can be fed with various static 
and dynamic parameters including initial weights, input data, learning rate, and the 
number of epochs to execute. 

6. Simulation and Result 

In this section, the developed motion planning algorithm using MATLAB has been 
tested for generating the optimal path of the vehicle from different starting points. 
Fig. 5 shows the generated optimal path which validates the ability of the proposed 
methodology to generate an optimal path for the vehicle from a given starting point 
and destination point avoiding hitting the parking borders. Then, various optimal paths 
are generated using different starting points which are used to training the ANN mod-
el. 

The developed ANN is tested and validated by generating the vehicle optimal 
path through the following three scenarios. The first scenario shows the vehicle opti-
mal path between two points using ANN compared with the training optimal path for 
testing. Then it is validated using a different point in between the training data. The 
second scenario examines the vehicles optimal path from different starting points 
compared with the generated optimal path for the same condition using the Matlab 
code. The third scenario shows the effects of the vehicle longitudinal speed on the 
obtained paths. 
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Fig. 5. Simulation for the obtained optimal path between two points  

with destination border 

6.1. First Scenario: NN Optimal Path Planning (Testing) 

The main objective of this scenario is to check the capability of the proposed ANN 
model to provide the optimal path for the vehicle from a given starting point to the 
destination point safely without hitting the destination border. Fig. 6 shows the ob-
tained optimal path from both the optimal control theory (training data) represented in 
blue and the NN model represented in dashed red for a starting point (0.14). The re-
sults showed that a proposed ANN model was able to generate the optimal path in real 
time for the vehicle to reach its goal location through the safe and correct trajectory 
compared with the original optimal path without hitting the border. 

Additionally, the time‐history of the vehicle parameter in terms of lateral veloci-
ty, heading and steering angles and yaw rate during this manoeuvre is shown in Fig. 7 
compared with the optimal control theory model. 
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Fig. 6. Obtained path for both NN model and optimal control for the same  

starting point 
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(a) 
 

(b) 

(c) 
 

(d) 

Fig. 7. Time‐history comparison a) Yaw Rate [deg·s−1], b) Lateral Velocity [m·s−1], 
c) Heading Angle [deg], d) Steering Angle [deg]. 

The ANN is validated with the training data by generating various optimal paths 
in between the training data as shown in Fig. 8. It has been noticed that the introduced 
ANN model has the capability to generate the vehicle optimal paths that behave in the 
same way as the training paths even choosing new starting points. 

6.2. Second Scenario: Optimal Path Planning 

In this scenario, the capability of the proposed ANN model is examined to navigate the 
vehicle using various starting point in the workspace as shown in Fig. 9. The obtained 
result shows that the vehicle is able to autonomously navigate from any point in the 
workspace to reach the goal point following the optimal path in red line compared 
with optimal control theory result (training data) in the blue line. 

6.3. Optimal Control and NN Path Planning at Different Speed 

This scenario is aimed to show the effect of the vehicle longitudinal speed on the ob-
tained paths. For this purpose, the vehicle optimal paths using the MATLAB model 
are generated at speeds 2, 4, 8, and 10 m·s−1 to show the speed effect on the generated 
paths. Then, compare the obtained results with the NN path at speed 2 m·s−1 as shown 
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in Fig. 10. The obtained result shows that there is not much deviation in the generated 
optimal paths by increasing the speed. It has been noticed that the obtained path using 
ANN model is very close to the generated paths from the optimal path algorithm at 
different speeds. 

 

Fig. 8. Optimal Path between Two Points using ANN and optimal control 

 

Fig. 9. Generating Optimal Path from different starting point in the space using ANN 

and optimal control (trained data) 

7. Conclusion 

This paper presented a motion planning algorithm for the Multi‐wheeled combat vehi-
cle in real time based on optimal control theory and artificial potential filed. First, the 
optimal paths were obtained for the vehicle from different starting points. The gener-
ated paths based on optimal control theory will be used for training the proposed ANN  
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Fig. 10. Generating Optimal Path at different longitudinal speed ANN  

and optimal control 

model. The ANN is a multilayer network and can be trained offline using 
back‐propagation learning algorithm. After the training, the developed ANN model is 
able to provide the optimal steering angle in real time to navigate the vehicle autono-
mously between two points. The proposed ANN model is a significant improvement in 
the field of autonomous combat vehicle navigation and control because it provided an 
optimal and real‐time solution for this application. 

Various numerical simulations are performed from different starting points to 
validate the performance of the introduced algorithm. For each simulation, the results 
demonstrate that the proposed neural network method is able to optimally generate the 
required path in real time to reach the goal location while maintaining the vehicle 
parameters, including lateral velocity, heading and steering angles, and yaw rate, iden-
tical with the vehicle parameters obtained from the data used for training. 
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