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Abstract:

3D stereoscopic vision is used in many applicatidng the level of benefit to the user
differs depending on the particular application. ¥edied its benefits for command and
control applications such as battlefield visualipator disaster response. We conducted
experiments where the subjects completed someesimififary planning exercises both
with and without 3D vision. 3D users had lower erin general, particularly when
judging line of sight between two points. Furtherejosurvey results show that most
subjects preferred 3D. However, 3D took longer émmpleting the tasks. We also
compared two ways of rendering military symbolgha virtual environment, finding
that billboard style visualization boosted the sdb§’ efficiency when compared with
draping the symbol on the terrain.
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1. Introduction

Command and control (C2) software displays inforomato commanders about the
units under their control, the locations of thosés) and other information that may be
relevant for the current situation. This informatias typically displayed on 2-
dimensional screens or monitors. However, the lonatof military units, points of
interest, and even the terrain of the battlefieddlf is naturally 3-dimensional data. One
method of displaying 3D information on a 2D deviseto project the 3D information
into the 2D plane. This is called a 2.5D displapwéver, the projection into 2D loses
depth information, which can make it difficult ftme user to estimate depth from the
2.5D display (e.g., determining the slopes of tleuntains in Fig. 1).
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In contrast, a 3D vision system renders the datenfitwo slightly different
perspective angles so that a user actually pers@ilbgects in three dimensions by using
stereoscopic vision. Stereoscopic displays aretaralafit for geospatial information
such as battlefield locations. Our work studies #iengths and weaknesses of
stereoscopic vision specifically for military plang tasks with C2 systems. This study
also evaluates two different ways of presentingtanif symbols for the C2 operations
and surveys users’ preferences about visualizéticimiques.

2. Background and Motivation

3D stereoscopic devices have become increasinglyafent in the consumer market and
benefit users in various ways. They have beenzedliin a variety of areas such as
simulation, training, entertainment, education, gbgl sciences, geography, and
medicine [1-5].

3D stereoscopic environments provide depth peroemdvantages, but there are
known limitations that prevent users from accusatgérceiving depth. The lack of
natural depth cues and differences between thésusetiual convergence in reality and
the viewer's convergence on the screen can makeh deprception difficult [6].
Researchers have studied methods for enhancing gepteption and reducing visual
fatigue when using 3D vision technology [7]. Prexdoexperimental studies have
produced mixed results, showing a general trenghderestimation in depth perception
in 3D environments [1, 8-10]. However, another gtushowed 3D stereoscopic
visualization to be helpful for egocentric distarestimation during robot teleoperation
[11]. Another study showed that users’ depth pdioapaccuracy varied not only when
using different graphics effects, but also whemgdifferent zooming levels of virtual
spaces [12].

When compared with a standard 2D interface, 3Drfiates projected into 2D are
sometimes beneficial [13] and are sometimes dettahgd14] to the usability of the
system [15]. The existing mixed results on 3D anBiD2interfaces underscore the
importance of systematically studying the strengihg weaknesses of 3D and 2.5D
displays in the specific case of C2. Conductingbilita tests to measure users'
preferences and performance with 3D vision tectgylis an important precursor to
exploiting 3D in practical C2 operations.

3. Experiments

We used a basic C2 application called C2VE thatalizes real geographic regions
(Fig. 1) and allows us to compare 2D, 2.5D, and @Bplays [16]. This study
investigated users' efficiency and their acceptafcgD vision over traditional 2D and
2.5D displays. C2VE combines a satellite image véth associated height map to
display the terrain of a battlefield. One of thénary features of C2VE is the sense of
depth that the user experiences when using they8@ra. Of course, this 3D experience
cannot be adequately conveyed in a paper. For drafnpm the 2.5D images in Fig. 1,
it is difficult to discern the slope of the moumsi Moving the camera in a 2.5D
environment can help with perceiving the slopeg, dxcessive movement could be
disorienting. Instead, 3D lets users perceive liyges(and other depth information) even
without moving the camera.
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Fig. 1 Screen shot of C2VE software

In 2.5D and 3D modes, the user can fly the camerana the environment using a 3D
Space Navigator, a 6-degree of freedom joystickutlioe size of a computer mouse.
The symbols in the environment can be displayelilixards or draped on the terrain
(Fig. 2). The 2D mode is similar to a standard papap in that the elevation is not
perceptible except through contour lines. The sgaply sees a bird’s eye view of the
aerial imagery. The contour lines were generateh fihe ‘tontour” function of GNU
Octave [17]. The user can still zoom and pan thp osing the Space Navigator, but the
camera is limited to a bird’'s eye vantage point.

Fig. 2 Draped (left) and billboard (right) symbols

Our experiments included four kinds of tasks.

1. Training: The subject is asked to navigate the carteecertain locations and to
place symbols in certain locations. This gives tleeamance to acclimate to the
experimental environment.

2. Line of Sight: The subject is asked if certain p®ion the map are visible from
several observation posts that are marked on tipe ma
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3. Check Routes: The subject is shown a map with séveutes and asked to
determine if each route is viable or not. They afsok down their certainty in
their answers and highlight parts of the routes dihe problematic.

4. Make Routes: The subject is shown pairs of stadimgjending points and is
asked to lay out the best route between each ppwiots.

Tab. 1:Subject information

Age 18-21 22-29 30-39 40-49 50-69+ Total
Military experience 5 1 1 1 8
No military experieng 9 6 1 16
No respons: 6 1 7
Total 15 12 1 2 1 31

There were 31 subjects who completed the experirféatrecruited subjects from U.S.
Army ROTC cadets, local National Guard personned, he campus community. Tab. 1
breaks down the subject pool by age and militapeeience. Each subject was randomly
assigned into one of twelve experimental group® @itoups differ by the two display
depths that the subject used (selected from 2[D,2ahd 3D), and whether they used
draped or billboard symbols throughout the expenitsie

The experiment session is organized into 3 setmsks, each of which uses a
different map. Each set has 1 or more parts, whare3.2 denotes set 3 part 2. Set 1
was always conducted in 2.5D, whereas sets 2 amsk8 the subject's two randomly
assigned display depths. The experiment parts ardolows: 1.1: Training; 2.1:
Training; 2.2: Line of Sight; 2.3: Make Urban Rou&4: Check Routes; 2.5: Make
Routes; 3.1: Training; 3.2: Line of Sight; 3.3: €CkeRoutes; 3.4: Make Routes. Each
Line of Sight part consisted of 12 questions, Grfreach of 2 observation posts. The
Make Urban Route part asked the subject to builsbige through a flat, urban area, with
recent improvised explosive device (IED) activityanked on the map. Each Check
Routes part included 8 routes, two near a river #oad others through mountainous
terrain. The Make Routes parts involved one routeired a ridge and another to get
across a river. The routes tasks were developedriaultation with a captain in the U. S.
Army who recently served as a convoy commander figh@nistan. He provided the
correct answers for the Check Routes tasks, angtdaed the routes that the subjects
built. Furthermore, he provided the training mamiggdor advising the subjects about
important considerations for viable routes

We used NVIDIA 3D Vision glasses (active shuttechtgology) with a 22 inch
3D-ready computer monitor (192@080 resolution). The subjects began the experiment
by viewing training videos that described how te tise software and some factors to
consider when choosing a convoy route (e.g., sespmf the terrain, sharpness of
turns). Each subject could earn a small monetamyubo(up to $10) for correctly
completing the tasks, which provided incentive émplete the tasks to the best of their
ability. After finishing the tasks, each subjecthqaeted a survey about the software.

4. Analysis

We examined the experiment data to determine fieetsfof display depth (Sections 4.2
and 4.3) and symbol type (Section 4.4). The useresuresults are detailed in Section
4.5.
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4.1. Metrics

We use three metrics to evaluate the subjectgdot®n with the system. The first is the
amount of time (in minutes) that it took the subjéc complete each part of the
experiments.

The second is the error score. For the Line of tSigid Check Routes parts, the
user answered yes/no questions and indicated dbefidence in each of those answers
(none, little, some, or a lot). The error scor® ir a high-confidence correct answer,
medium for a low-confidence incorrect answer, aigth tior a high-confidence incorrect
answer. Specifically, each of the 8 possible respsrwas mapped to an integer score
from —4 to 4. “No” answers were negative and “yasbwers were positive. The level of
confidence determines the magnitude of the scath,aMot of confidence being4 and
no confidence beingl. The user’s error for a question is the distabetwveen the
correct score and the user’s score. The corresteasshad a lot of confidence, except
for a few borderline routes where the best answeo iindicate lower confidence. The
user’s error for an experiment part is their averagor for all the questions in that part.

For the Make Routes parts, each route that theagsestructed was given an error
score from 0 to 10. A former convoy commander ia th S. Army graded the users’
routes based on their efficiency, likelihood ofleekr, and susceptibility to enemy
attacks. The user’s error for each Make Routes ipdtte average error for the routes
constructed in that part.

The third metric is the amount of camera and cumsovement. The overall
movement score combines three quantities: lineaneca movement, measured by
Euclidean distance; camera rotation, measured éyatfyular movement in pitch and
yaw (roll was disabled); and cursor movement, mesbsly the Euclidean distance,
discounting elevation. Each quantity was standadiso that it had mean 0 and standard
deviation of 1 across all subjects and tasks. Therstandardized quantities were added
together to get the overall movement score. Negathovement scores are good,
indicating less movement than average.

4.2. Display Depth: Change in Individuals' Performance

In this section, we analyse how the performanceawh subject differed with the two
display depths they used (i.e., one depth in setcd?a different depth in set 3). We found
that 3D leads to significantly lower error thanheit 2D or 2.5D, but it also takes
significantly more time than either 2D or 2.5D. Thest of this section details our
methods for arriving at these conclusions.

To account for differences in the tasks for setnd aet 3, we transformed each
subject’s scores into their empirical cumulativstidibution function (ECDF) values. The
ECDF value for a scors is the fraction of subjects who scored at or betoan that
experiment task. For example, if a subjgdbias an ECDF score of 0.6 for their time in
part 2.3, it means that 60 % of the subjects cotaglthat experiment part in less time or
the same time as subjett

To compare each subject’'s performance on thei setd set 3 tasks, we measure
the change in their ECDF values. For example,bfettX had an ECDF score of 0.2 for
their error in the route checking task where thegdu3D and an ECDF score of 0.4 for
their error in the route checking task where thegdi2D, then that provides some
evidence that 3D leads to lower error than 2D. Kéwe quantity is the difference in the
ECDF scores, particularly the sign of that differenFig. 3 shows histograms of the
ECDF differences for the error and time metrics aath pair of display depths.
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Histograms that have a mean near 0.0 and are firhymetric indicate little difference
between the two display depths. However, when mibtte mass of the distribution lies

on one side or the other of 0.0, that indicatestti@two display depths lead to different
results.
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Fig. 3: The distributions of ECDF differences. The solidicel line is a difference
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To quantitatively inspect if the ECDF differenceerer significantly different than 0.0,
we ran a Wilcoxon signed rank test [18] for eadloremetric and pair of display depths.
The signed rank test essentially checks for a stavsi tendency of the data to be greater
than 0.0 or a consistent tendency of the data tees® than 0.0. Statistical tests were
performed using the R software package [19]. Weented for multiple comparisons by
using the Holm-Bonferroni method [20] to adjust phealues from the Wilcoxon signed
rank tests to keep the familywise error rate (FWB&pw a=0.05 for each metric. The
FWER is the probability of making one or more fadigcoveries, so limiting the FWER
to 0.05 means that there is less than 5 % chaatevihincorrectly conclude that display
depth significantly affects user error, e.g. A FWE®6und of 0.05 is stronger than a 5 %
error bound on each individual comparison, becatle latter leads to a higher
probability of at least one false discovery.

The results are in Tab. 2. For the error metriD2compared with 2D did not
show a significant difference, whereas 3D is sigaiitly different than both 2.5D and
2D. In both cases, 3D leads to less error on ageffagr the movement metric, only the
2.5D versus 3D comparison is valid (because moveimerompletely different in 2D),
but it is not statistically significant. For theng metric, the 2.5D and 2D comparison did
not show a significant difference. However, 3D wamificantly different than both 2D
and 2.5D. In each case, 3D took more time. Thischest with subjects’ survey
responses (Section 4.5).

Tab. 2 Wilcoxon signed rank test results, compaeach pair of display depths
using the differences in ECDF for all task type&.dhd D2 are the two display
depths being compared. n is the number of datatpoised in the comparison.
“Frac. D1 Better” is the fraction of data points weeD1 was better than D2.
“Adj. p” are the p values after applying Holm-Bonfeni to each metric.

Metric D1 D2 n Frac. D1 Better Test Stat. p Adj. p
Error 25 2 84 0.440 1887.5 0.2861¢  0.2861¢
Error 3 2 96 0.542 1587.0 0.02194  0.0438¢
Error 3 25 192 0.568 67215 0.00992  0.0297¢
Movement 3 2.5 189 0.455 9022.0 0.47954  0.47954
Time 25 2 84 0.452 1582.0 0.8572C  0.8572(
Time 3 2 96 0.271 3503.5 0.00002  0.00004
Time 3 25 192 0.292 12160.5 0.0000C <0.00001

4.3. Display Depth: Differences in Group Performance

Like the previous section, this section examinesithpact of display depth on users’
performance. However, this section explores thea deam a different perspective,
providing a complementary analysis. One of theedéffices is that the previous section
examined the differences between each individua¢idormance on their two display
depths, while this section examines differencesrabe groups who used the different
display depths (i.e., a “within subjects” versustibeen subjects” comparison). The
individual analysis is stronger, since it accountsdifferences in the subjects’ abilities.
However, when looking at groups (i.e., in this &g, there is enough data to examine
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the results of each experiment part individuallisTlets us determine what types of
tasks gain the most benefit from 3D.

Error, Part 3.2
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Fig. 4 Error for the set 3 line of sight tasks, kem down by display
depth. 3D leads to less error than 2.5D, whickesslthan 2D. The
diamond indicates the mean value.

For most metrics and experiment parts, the 3D gmfupsers was neither worse nor
better than the 2D group or the 2.5D group. Howefarthe latter Line of Sight tasks

(i.e., part 3.2), the 3D group was significanthittbe than the 2.5D group, which was
significantly better than the 2D group (Fig. 4).eTtest of this section describes the
methods we used to come to that conclusion.

Tab. 3 Mann-Whitney U test results for differenicethe part 3.2 error based on
display depth. “Adj. p” are the p values after apiplg Holm-Bonferroni. All
differences are significant.

Mode 1 Mode 2 n n: n: Test stat. p Adj. p
Mode 1 Mode 2 W)

2 3 21 8 13 104.0C 0.000157 0.00047:

2 25 18 8 10 78.5C 0.00070z 0.00140¢

25 3 23 10 13 112.0C 0.00335: 0.00335?

For each metric and each experiment part, we Kuskal-Wallis test [21] to determine
if the different display depths produced signifitaifferent results. Kruskal-Wallis is
an alternative to a one-way ANOVA test that mal@sdr assumptions about the data
than ANOVA. As before, we use Holm-Bonferroni toekethe familywise error rate
below a = 0.05 for each metric. When looking at the adjdgtvalues, only the error for
experiment part 3.2 shows a statistically significdifference among the display depths
at the 0.05 significance level. That comparisoduded 8, 10, and 13 subjects for 2D,
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2.5D, and 3D, respectively, resulting inyavalue of 21.9 and an adjustedvalue of
0.000123.

While the Kruskal-Wallis test indicates that digpl#epth significantly affects the
error on part 3.2, it does not specify which pafttic depths are better. Thus, we ran
pairwise Mann-Whitney U tests [22] to check forrsfigant differences between each
pair of display depths: 2D vs. 3D, 2D vs. 2.5D, &#8D vs. 3D. We used Holm-
Bonferroni to keep the FWER below= 0.05. The results are in Tab. 3. All of the
pairwise differences are statistically significafhis matches the intuition from looking
at the boxplot (Fig. 4), which clearly shows théat @rror is higher than 2.5D, which is
higher than 3D.

Movement, Part 3.2 Time, Part 3.2
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Fig. 5Movement and time for the set 3 line of sight talsksken down by symbol
type. Billboard symbols result in significantlydeéme and less movement. The
diamond indicates the mean value.
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The finding that 3D error is lower than 2D or 2.5 the Line of Sight tasks is
consistent with the results from the individual lgge (Section 4.2), where we found
that, when looking at all the tasks in aggregaiee®or is lower than 2D or 2.5D.

Tab. 4 Mann-Whitney U test results for the impdaymbol type on subjects’
performance. “Adj. p” are the p values after applgiHolm-Bonferroni. Significant
p values are shown in bold.

Metric Part n n: n: Test stat. p Adj. p
Billboard Draped W)
Error 22 24 12 12 9450  0.20056¢  0.40112¢
Error 32 23 12 11 72.00 0.73059¢  0.73059:
Movement 2.2 23 12 11 61.00 0.78594¢  0.78594¢
Movement 3.2 23 12 11 20.00  0.00356( 0.00712:
Time 22 24 12 12 64.00 0.67066( 0.67066(
Time 32 23 12 11 28.00  0.01879:  0.03759(
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4.4. Symbol Type

In addition to looking at the impact of display tigpwve also examined how the symbol
type — billboard or draped — impacts each of theghmetrics. We only consider the Line
of Sight tasks with 2.5D and 3D depths, becausg tiere the only tasks that relied
upon the symbol type. For each metric and eachrawpet part, we ran a Mann-
Whitney U test [22] to determine if the symbol typad a significant impacted on the
results. As before, we used the Holm-Bonferronitrodt[20] to keep the FWER below
a=0.05 for each metric. Tab. 4 shows the resulthade tests.

When looking at the adjustqmvalues, one can see that both time and movement
were significantly impacted by the symbol type dgrihe set 3 tasks. The boxplots for
that data (Fig. 5) illustrate that the draped syimhiake significantly more time and
require more camera/cursor movement by the user.

4.5. User Survey

At the end of the experiment session, each uded filut a survey with several questions
about the software, including questions about ifferént display depths and about side
effects during 3D usage.

4.5.1. Display Depth Questions

One of the survey questions asked the user todtaliwhich of the two display depths
that they used was better for completing theirgagkfollow-up question asked them to
explain the reasoning behind their choice. For g¢hggialitative explanations, we
identified the themes that occurred across segeigects’ responses.

All 15 of the subjects who used 2D said that it whe worse option. The
overwhelming theme in their explanations was thatdther mode (2.5D or 3D) let them
see the elevation and the terrain. In fact, 1Aefi5 subjects (93 %) explicitly mentioned
something about seeing the terrain better or “meaéstically” in 2.5D or 3D.

The remaining 16 subjects used 2.5D and 3D, witlod2of 16 subjects (75 %)
saying that 3D was better. Breaking down thoseestbjby age, 8 out of 10 subjects
(80 %) age 18-21 preferred 3D, while 3 out of 4jsats (75 %) age 22-29 preferred 3D,
and 1 out of 2 subjects (50 %) 30 or older preteBD.

When looking at the explanations for why subjectfgrred 3D versus 2.5D, a few
themes emerged. Out of the 12 subjects who pref@ieover 2.5D, 11 of them (92 %)
listed a better understanding of the environmertherterrain as a reason for preferring
3D. The other subject’s explanation was similat, \ary brief: “because we can see the
depth and it is more real.” In addition to gensrdtleing able to understand the
environment better, 5 of the 12 subjects speclficadentioned that 3D was beneficial
for route-related tasks, while 4 of the 12 subjespiscifically mentioned that 3D was
beneficial for line of sight judgments.

Here is an example response from a subject withy®dss’ service in the army,
explaining why he preferred 3D to 2.5D: “One of tmst difficult aspects of map
reconnaissance, even using a 2.5D terrain viewdh &i map overlay for a map
reconnaissance, is getting an appreciation forsttope and scale of your surroundings
when actually on the ground. Both the 2.5D and 82 @ hint of what the ground will
actually be like, but the 3D view gives your imagjion extra variables to assist in
visualizing details of scale (scrub brush, boulderags, etc.) that cannot be portrayed in
this setting.”
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Here is another example response where the subjecies on both the strengths
and weaknesses of 3D: “The 3D view is extremelpfuélwhen compared to the 2.5D in
terms of determining depth and steepness of tragés. The 3D is also slightly better
in helping determine the point at which a mountagins to obstruct view as in the case
when determining whether or not you could see pldicam the posts. 2.5D is better at
viewing places close to the camera, though.”

Two other subjects who preferred 3D also mentiothed it was difficult to see
things clearly near the camera. One interestingction for future work is to investigate
this issue, studying the relationship between uspesceptual comfort level and
convergence, camera separation, and the viewingnehlong the screen depth.

The explanations of the four subjects (out of 1&pwpreferred 2.5D over 3D are
noteworthy, so their complete responses about Wy preferred 2.5D are listed here:

1. Although depth and perception is better in 3Dntfit faster and easier to

understand and compare in 2.5D. It is easier tgpawento real life.

2. It does provide enhanced perception of distanceialtof view, | do not think

much is gained when considering what you can metteer by using 2.5D
view.

3. Lower learning curve. More forgiving of overstessrh the controller.

4. Less flashing of the glasses. | did not need tasadpy eyes and they did not

have any pain.

The first two subjects acknowledge that percepisohbetter with 3D, but mention that
2.5D is either faster (subject 1) or close enougBDR (subject 2). Subject 3 mentioned
that it was harder to adjust to 3D; he was our sildebject, over 60 years old, with 40
years' experience in the army. Subject 4 mentiodéstomfort from the 3D, an
important consideration that we examined in sepasatvey questions (Section 4.5.2).
Some of the preference toward 2.5D is simply dunailiarity with that technology. In
fact, 2.5D displays are standard in computing todalgereas many users have had
limited experience with 3D. This makes the 75 %fgmence rate for 3D even more
noteworthy.

In another survey question, we asked the 3D useraté the degree to which 3D
helped them perceive the height and depth of tké@mment. A large majority (19 out
of 24, 79 %) agreed that 3D helped with both heggtd depth, a few subjects expressed
neutral opinions, and only one user disagreed 3Bbatelped with distance estimation

(Fig. 6).
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Fig. 6 Survey results
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4.5.2. Side Effects from 3D

The 24 subjects who used 3D reported their levélddipziness, eye strain, and
disorientation. Fig. 7 plots the responses for eside effect separately (top) and
partitions the 24 subjects into several groups dhase the side effects they reported
(bottom). Only 2 subjects (8 %) reported “Quite &’ Br “An Extreme Amount” of
dizziness or disorientation. An additional 3 sulbgereported “Quite a Bit” or “An
Extreme Amount” of eye strain. Those 5 subjectsy®lwere the only ones to report
more than “Some” of any side effect. In fact, moSthe subjects (17 out of 24, 71 %)
reported no dizziness or disorientation. Of thdseubjects reported some eye strain,
with the other 9 (38 % overall) reporting no sidieets.

2 3D Side Effects
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Fig. 7 Side effects: survey results from the 24esuib who used 3D.

Only 3 of the 24 subjects who used 3D were ager3bove, so there is not enough data
to draw strong conclusions about a correlation betwage and side effects. Of those 3
subjects age 30 or above, only one reported amyeffdcts (an extreme amount of eye
strain and some disorientation).

5. Conclusions

We studied two factors that could impact usersfqrerance on a variety of small

military tasks in a command and control environméme display depth — 2D, 2.5D, or
3D — and the type of symbol — billboard or drapéte examined three performance
measures: error on the task answers, amount ofreaamel cursor movement, and the
time to complete the task.
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Billboard style symbols led to more efficient déais than draped symbols, both
in terms of camera/cursor movement and time spenttask, without sacrificing
accuracy.

Our results provide statistically significant evide that 3D stereoscopic vision is
beneficial for reducing users’ error when comparedither 2D or 2.5D. However, using
3D also took significantly more time than either @D2.5D. These results from the data
are corroborated by the subjects’ responses teuheey questions, where 75 % of the
subjects who used both 3D and 2.5D preferred 30,eaeryone who used 3D and 2D
preferred 3D. When looking at specific types ofkgaswe found that 3D produced
significantly lower error on line of sight tasks &hcompared with 2D or 2.5D, and
2.5D was significantly lower than 2D. On specifigpés of tasks, none of the
performance measures was significantly worse whsmgu3D compared to 2D or 2.5D.
Only 8 % of 3D users reported a moderate or higéllef dizziness or disorientation.
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